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In this exploratory sociophonetic study, we investigated the properties of formal and informal speech

registers in Korean. We found that in formal speech, Korean male and female speakers lowered their

average fundamental frequency and pitch range. The acoustic signal furthermore exhibited overall less

variability, as evidenced by decreased fundamental frequency and intensity standard deviations, and

decreased period and amplitude perturbations. Differences in speech registers affected Harmonics-to-

Noise-ratio and the difference between the first and second harmonic as well, suggesting breathiness-

related changes, and the speech was slower and included more non-lexical fillers such as ah and oh.

Unexpectedly, formality also affected breathing patterns, leading to a noticeable increase in the amount

of loud ‘‘hissing’’ breath intakes in formal speech. We thus show that a variety of different means of

vocal expression play a role in signaling formality in Korean. Further, we outline the implications of this

study for phonetic theory and discuss our results with respect to the Frequency Code and research on

clear speech.

Published by Elsevier Ltd.
1. Introduction

In everyday interactions, it is often crucial that we choose the
appropriate level of formality in order to communicate effec-
tively. This means not only choosing the ‘‘right words’’ but also
choosing the right way of saying them (Ng & Reid, 2001, p. 362).
The present study addresses the question of how this ‘‘right way
of saying things’’ can be characterized, and how phonetic patterns
of formality impact phonetic theory.

Whereas research on the expressive dimension of speech is
gaining momentum (Erickson, 2005; Scherer, 2003; Tatham &
Morton, 2004), sociopragmatic aspects such as the phonetics of
formal language have received relatively little attention. Hence,
not much is known about the vocal strategies speakers use
when speaking formally. This study sets out to fill this gap. We
conducted a speech production task with 16 native speakers of
Korean who spoke utterances in either a formal or an informal
speech register.

Korean was chosen because this language is widely known for
its elaborate system of honorification (see e.g. Sohn, 1999) that
has received a lot of attention from linguists (e.g. Shin, 2005;
Yoon, 2004). The well-defined morphosyntactic and lexical differ-
ences between the Korean speech registers facilitate the task of
eliciting formal versus informal language in a laboratory setting.
The Korean formal speech register has to be used when speaking
Ltd.

r).
to strangers or superiors and it is thus a dominant feature of the
language that is employed on a daily basis. Formal speech in
Korean has been characterized as a normative form of politeness
(e.g. Byon, 2006; Sohn, 1999), rather than ‘‘volitional politeness’’
(Sohn, 1999, pp. 407–418). We thus relate formality to the
already existing body of work on phonetic politeness.

The study of phonetic correlates of formality is important for
several reasons. First, it is important for sociophonetics. Most
sociophonetic investigations have focused on individual units
such as specific intonation contours (e.g. Podesva, 2011) or the
socioeconomic and dialectal variation of allophones (e.g. Docherty
& Foulkes, 2005). This study, on the other hand, examines
the broad characteristics of whole utterances, or the global as
opposed to the local properties of speech. We show that these
vary systematically along known sociophonetic dimensions such
as the status of the interlocutor. These global changes are best
characterized with Tatham and Morton’s (2004) speech model
where expressive and sociopragmatic factors are part of
an ‘‘expressive envelope’’ that affects all phonetic units within
an utterance, ranging from individual segments to intonation
contours.

Another important reason to study formal language is be-
cause of intricate connections to biological codes of speech
(Gussenhoven, 2004, chap. 5). Given that formal speech is used
with superiors, and is often analyzed as a type of politeness (for
Korean see Byon, 2006; Sohn, 1999), this has invited the idea that
it might be connected to Ohala’s Frequency Code (Ohala, 1984,
1994). This hypothesis seeks to unify a number of seemingly
unrelated phonetic and phonological facts (e.g. question



1 The fact that we focus our analysis on a two-fold distinction between these

B. Winter, S. Grawunder / Journal of Phonetics 40 (2012) 808–815 809
intonation, sound symbolism) in a common biological framework.
A central component of this hypothesis is that low-pitched speech
signals dominance, and high-pitched speech signals subdomi-
nance. Many researchers have found or suggested that there is an
association between high pitch and polite speech (e.g. Brown &
Levinson, 1987, pp. 267–268; Ohala, 1984, 1994; Pike, 1945,
p. 59), suggesting that the vocal expression of subdominance
could be mapped onto politeness. For example, Tzeltal speakers
employ a ‘‘sustained falsetto’’ in polite greeting formulae, while in
Tamil, low-caste speakers address high-caste speakers in a ‘‘cus-
tomary high-pitched voice’’ (Brown & Levinson, 1987, p. 267).
Irvine (1979, p. 777) argues that in Wolof, high pitch suggests low
social rank, and low pitch high social rank. Loveday (1981) and
Ohara (2001) found that female speakers of Japanese tended to
express politeness by raising their average f0, and Ofuka,
McKeown, Waterman, and Roach (2000) showed that utterance-
final pitch rises in Japanese were rated as being more polite than
final falls. However, it has been claimed that in Korean, female
speakers lower their pitch when speaking to superiors (Shin,
2005), thus rendering the language an exception to this proposed
cross-linguistic pattern. By investigating Korean in more detail,
we seek to shed light on the nature of this exception.

The study of formal language can also inform considerations of
another biological code, the Effort Code. According to this hypoth-
esis, increasing speech production effort leads to greater articu-
latory precision and pitch expansion (Gussenhoven, 2004). Clear
speech often leads to an expansion of the pitch range and an
increase of f0 (Smiljanic & Bradlow, 2005, 2008), but no such
pattern has been observed in Korean (Cho, Lee, & Kim, 2011). The
present study investigates to what extent Korean formal speech
mirrors previous findings on clear speech, thus pointing to
connections between clarity and formality.

In this study, we investigate a whole range of phonetic correlates of
formality. Our choice of phonetic measurements is driven by prior
research on politeness. Besides the above-mentioned studies investi-
gating f0, voice quality has been suggested to be of importance. Ito
(2004) found an increase in the perturbation of aspiration noise to be
associated with politeness in Japanese. And, based on measurements
of the normalized amplitude quotient of a single female Japanese
speaker, Campbell (2004) found a more breathy phonation to be
associated with talking to strangers as opposed to family members
and friends. Ofuka (1996) and Ofuka et al. (2000) investigated speak-
ing rate and found that medium levels of speaking rate were judged to
be more polite than extremely slow or fast rates. To our knowledge
there is currently no work that has looked at pauses, fillers or breath
intakes with respect to politeness or formality. We nevertheless
include these measurements because they have been shown to be
of general pragmatic importance (e.g. Clark & Fox Tree, 2002).

In investigating the phonetic correlates of formality, we thus
pursued an integrative and holistic approach that combines a number
of different phonetic measurements. The few previous studies that
are relevant to this topic have mostly focused on a small set of
measures. Taken together, the literature covers a range of different
phonetic correlates, suggesting that sociopragmatic aspects affect the
speech signal at a very general level. However, previous studies were
usually based on analyses of different data sets; in this work, we
intend to show the influence of formal vs. informal speech registers
on various phonetic measures in the same dataset.
registers does not imply that the registers are stable and unchanging. We leave it

for future studies to investigate what effect different speech acts and interaction

types within these basic categories have.
2 Manipulating power was crucial because power differences between

speaker and interlocutor reliably predict the degree of politeness in a number of

diverse communicative contexts (cf. Holtgraves, 2001, p. 348), and power and

distance may be among the two most important dimensions of social interaction

(Wish, Deutsch, & Kaplan, 1976). Yoon (2004) argues that for Korean honorifics,

the most important distinction is between interlocutors who are ‘‘above’’ the

speaker versus those who are ‘‘below’’.
2. Methodology

2.1. Participants

Nine female and seven male native speakers of Korean parti-
cipated in our study (age: 21–31, median age: 23.5). Of the
sixteen speakers, all but three were from the Seoul metropolitan
area. At the time of the recording, the participants had resided in
Germany for a mean time of four years and all but one reported to
use Korean on a daily basis. None of the participants reported to
have any problems with hearing, reading or eyesight.
2.2. Procedure

Participants were instructed by a native speaker of Korean, as
well as via Korean instructions on a computer screen. Participants
were told that the study was about formality. After reading out a
short Korean newspaper article to adjust the sound level and to get
speakers acquainted with the recording situation, each participant
performed two different tasks. First, participants were given a note
in paper format. They had to use the main points of this note (e.g.
‘‘meeting at 10.30 am in front of Starbucks’’) to formulate a coherent
message which they had to leave on an imaginary cell phone
mailbox (this ‘‘Mailbox Task’’ has also been used by Shin, 2005).
Second, a verbal version of the Discourse Completion Task (cf. Byon,
2006) was performed in which participants were given written
context passages, e.g. ‘‘You are in the professor’s office and want
to ask for a letter of recommendation’’. The participants then
responded by formulating the first utterance of a role-played dialog.
As soon as the participants read and understood a context passage in
each of the tasks, a picture of the interlocutor appeared. After two
seconds delay, participants heard a beep which served as a signal to
deliver a response.
2.3. Stimulus materials

In total, there were two stimuli pairs (formal and informal) for
the Mailbox Task and five stimuli pairs for the Discourse Comple-
tion Task. We used a range of different interaction types such as
‘‘making an appointment’’, ‘‘asking for a favor’’ (e.g. a letter of
recommendation) and ‘‘apologizing for coming too late’’.
Although differences between interaction types are expected to
occur, for the current study we only aim at characterizing formal
language that co-occurs with the use of honorifics across different
interaction types. Formality was operationally defined as the
difference between the cultural categories contaymal (formal
speech) and panmal (informal speech).1 Speakers of Korean
generally use contaymal when speaking to superiors and stran-
gers, whereas they use panmal when speaking to peers and
inferiors. The two registers differ morphosyntactically along a
number of dimensions, ranging from pronouns to verbal and
nominal suffixes (Sohn, 1999).

We chose context passages with male interlocutors that
Korean speakers would clearly address in either formal speech
or informal speech, for example a professor or a CEO versus a
same-aged room-mate or a friend. The interlocutors differed
along a number of different dimensions: age, occupation, social
distance and social power.2 The pictures of the interlocutors that
were presented to our participants emphasized the power and
age differences.



Fig. 1. Sonogram showing a representative loud noisy breath intake (marked by

box) that exhibits high-frequency noise components up to 20,000 Hz. The breath

intake is 451 ms long, the whole sequence is 2.15 s. Note that the breath intake is

surrounded by short pauses and followed by a filler [a7].
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2.4. Recordings

All speakers were recorded in a sound-attenuated booth at the
Institute of Phonetics in Cologne with a head-set microphone AKG
C420 (linear characteristic) with 48 kHz/16 bit sampling. The
distance (approx. 5 cm) and orientation of the participants to
the microphone, as well as the input level of the sound
recording, was held constant across all recording sessions. In
total, we collected and analyzed a total of 1 h and 30 min across
all participants (this excludes the breaks between the different
stimuli).

2.5. Phonetic analyses

Phonetic analyses were conducted with Praat 5.2.16 (Boersma
& Weenink, 2011). We first manually labeled all silent pauses,
audible breath intakes, fillers such as ah and oh (henceforth ‘‘oral
fillers’’) and nasal fillers such as mh or nh. Our speakers further-
more frequently produced noticeably loud breath intakes (hence-
forth ‘‘noisy breath intake’’). These had the auditory quality of a
retracted sometimes bidental central fricative, but they often
involved a more lateral place of articulation, akin to a lateral
fricative. These ingressive sounds have a ‘‘hissing’’ perceptual
quality and a strong high-frequency component, sometimes going
up to 20 kHz. Like interjections, they were often detached from
the syntactic environment and surrounded by pauses, which
made them very prominent (see Fig. 1). This noisy breath intake
seems to be reminiscent of the ingressive ‘‘hiss’’ in Japanese
(Critchley, 1939) or Chinese (Eklund, 2008, after Key, 1975, p. 69).

For our pause measurements, silence exceeding 200 ms was
counted as pause. This is different from the common 100 ms
threshold (e.g. Butcher, 1981; Trouvain, 1999; Trouvain & Grice,
1999) because in Korean, many stop closure durations exceed
100 ms. The labeling procedure resulted in a total of 2497 pauses
and non-lexical elements. Of these, 150 items (6%) were excluded
because they occurred in the context of disfluencies (restarts, slips
of the tongue, within-word pauses exceeding 200 ms and silent
pauses exceeding 2.5 s were counted as disfluency). For articulation
rate measurements, we counted syllables as they appeared in the
transcripts transcribed by a native speaker, and divided these counts
by the duration of each response. As opposed to speaking rate,
articulation rate refers to the number of syllables per second
excluding pauses and fillers (cf. Trouvain, 2004).

For f0 and voice quality measurements, all voiced portions
were extracted from the non-pause and non-filler speech parts
and concatenated into a single stream. We calculated pitch using
the forward cross-correlation algorithm (Boersma & Weenink,
2011; Talkin, 1995) with slightly altered default settings in Praat
(‘To Pitchy 0 75 15 yes 0.03 0.55 0.01 0.35 0.14 600’). F0 range
was calculated by taking the difference between the 95th and the
5th percentile of all of the f0 values of an utterance. Intensity was
measured in dB SPL; the intensity range was similarily taken to be
the difference of percentiles.

We calculated local jitter (absolute period-to-period difference
divided by the average period) and local shimmer (likewise
normalized amplitude difference of consecutive periods). Based
on the pitch estimation above we used Praat default settings,
with a 0.0001 s period floor and 0.02 s period ceiling. For jitter
measurements, the maximum difference factor was 1.3 between
consecutive intervals, and for shimmer measurements, the differ-
ence factor was 1.6 for consecutive amplitudes. Harmonics-
to-Noise ratio (HNR) was calculated by means of the cross-
correlation pitch algorithm with a 0.01 s time step, 0.013 window
length, 0.1 frame silence threshold and 1 period per window. We
calculated the difference between first and second harmonics
(H1�H2), a possible index of breathiness (e.g. Hillenbrand &
Houde, 1996; Shrivastav & Sapienza, 2003). We report H1*�H2*,
a corrected measure that takes differences in formant positions
into account by using the approach proposed by Iseli and Alwan
(2004), provided by the Voicesauce software package (Shue,
Keating, Vicenik, & Yu, 2011). This measurement was based on
the central vowel portion of each vowel.

2.6. Statistical analyses

All data were analyzed using R (R Development Core Team,
2009) with the R packages lme4 (Bates, Maechler, & Bolker, 2011),
languageR (Baayen, 2009; cf. Baayen, 2008) and glmmADMB

(Skaug, Fournier, Nielsen, Magnusson, & Bolker, 2012). We per-
formed a series of generalized linear mixed effects models
(GLMMs) with the within-subject fixed effect Speech Register
(formal vs. informal) as a test variable, and the between-subject
fixed effect Gender (male vs. female) as a control variable. If there
was a significant Speech Register�Gender interaction, p-values
will only be reported for the interaction effect (because the
significance of main effects is uninterpretable in case of a
significant interaction, see e.g. Zar, 1999). For statistical details,
see Appendix A.
3. Results

In general, participants adapted very well to the task and used
the appropriate morphosyntactic forms for the different registers.
In line with this, the informal interjection ya [ja7] appeared
almost exclusively in the informal condition (98%), and the polite
yey [je7] almost exclusively in the formal one (96%). These general
measures show that the elicited speech exhibited common
features of the Korean formal and informal registers.

Fig. 2 shows boxplots of the mean f0 values and the f0 range
for formal and informal speech. Comparing the two conditions,
the mean f0 was on average 17 Hz75.4 Hz lower in formal
speech (p¼0.005). Fundamental frequency variability was
0.4270.13 Hz standard deviations lower in formal speech
(p¼0.001), and the f0 range was lowered by 1.4370.56 semi-
tones (p¼0.006), see Fig. 2b. None of the f0 measurements
produced significant interaction effects with the factor Gender,
showing that the attitude-specific use of f0 was consistent across
males and females.

For average intensity, there was neither a main effect of
Speech Register (p¼0.5) nor a Speech Register�Gender interac-
tion (p¼0.14). There were interaction effects for variability in
intensity (p¼0.007) and intensity range (p¼0.005). The intensity
variability was lower in the formal condition by 0.7270.15 dB
standard deviations, however only for females (interaction



-4

-2

0

2

4

average f0 (z-scored)

informal formal informal formal

-4

-2

0

2

4

f0 range (z-scored)

informal formal informal formal
malefemalemalefemale

Fig. 2. Utterance-level mean f0 and f0 range, z-scored to a mean of 0 and a standard deviation of 1. Each box covers 50% of the respective data. The median is indicated by

bold lines. Whiskers indicate 1.5 times the interquartile range.

informal formal informal formal
malefemale

-0.2

0.2

0.6

1

1.4 Average number of noisy breath intakes

Fig. 3. Average number of noisy breath intakes. Bars indicate standard errors

taken from the statistical model discussed in the paper.

B. Winter, S. Grawunder / Journal of Phonetics 40 (2012) 808–815 811
coefficient; for males in the formal condition: þ0.6570.23 dB).
The intensity range was also lower, by about 2.5570.54 dB. This
effect was again driven by females (interaction: þ2.4370.82);
males produced almost no difference between formal and infor-
mal speech with respect to intensity range.

Local jitter (overall average: 0.019) was decreased in the
formal condition by 0.001170.0004 (p¼0.015), with no interac-
tion. The effect of Speech Register came in the form of an
interaction for local shimmer measurements (p¼0.007). Local
shimmer (overall average: 0.066) was decreased in the formal
condition (�0.007970.0014), but much more so for females
(interaction for male/formal: þ0.006270.0021).

For HNR, there was a nearly significant Speech Register�
Gender interaction (p¼0.053). HNR was increased in the formal
condition by about 1.5170.19 dB, but it was less increased for
males (interaction: �0.5970.29). For H1*�H2*, there was a
significant interaction (p¼0.03), with a decrease by 0.667
0.28 dB for the formal condition.3 The positive coefficient for the
interaction (1.070.43 dB) indicates that males had the exact
opposite pattern, with a slight increase of H1*�H2* values for
the formal condition (by about 0.34 dB).

As measured by articulation rate, participants spoke on aver-
age 0.3870.18 syllables per second more slowly in the formal
condition (main effect: p¼0.04). For the count of silent pauses,
there was a significant Speech Register�Gender interaction
(p¼0.001). There were overall less silent pauses in the formal
condition4 (�0.5870.14 average count), but this effect was
driven by females (interaction for male/formal: þ0.4770.18).
Pauses filled with oral fillers, such as ah and oh, were increased in
the formal condition (0.3670.097, p¼0.0002), with no interac-
tion. Pauses filled with nasal fillers such as mh and nh exhibited
an interaction (p¼0.008): while there was an overall increase
of 0.5270.58 fillers, males showed the opposite pattern
3 These results differ from Grawunder and Winter (2010), where the more

unreliable uncorrected H1�H2 values were used and females had higher H1�H2

values in the formal condition.
4 We did not obtain an effect in Grawunder and Winter (2010), presumably

because our previous pause counts did not differentiate between completely silent

pauses and pauses filled with breath intakes.
(interaction: �1.7470.68). Females used nasal fillers overall less
than males and they did not show much of a difference between
the formal and informal condition. Males on the other hand
reduced their use of nasal fillers when speaking formally. These
results show that pauses filled with nasal fillers and pauses filled
with oral fillers behave differently with respect to formal speech.

While regular breath intakes showed no main effect (p¼0.2) or
interaction effect (p¼0.74), noisy breath intakes (‘‘hisses’’) pro-
duced a Speech Register�Gender interaction (p¼0.03), depicted
in Fig. 3. Overall, there were more noisy breath intakes in the
formal condition (0.370.3), but even more so for males
(1.070.46). While females had, on average, 1.63 times more
‘‘hisses’’ in the formal than in the informal condition, males had
about 4.1 times more when speaking formally.

Table 1 sums up all results and highlights that for the 16
different measures that we investigated with respect to formality,



Table 1
List of investigated phonetic parameters with coefficients, standard errors and p-values from the statistical models described in the paper. Main effect coefficients indicate

the change from the informal to the formal category. Interaction coefficients are the changes for males in the formal condition. ‘‘n.s.’’ indicates ‘‘non significant’’. In case of a

significant interaction, the significance of main effects is uninterpretable and set to N/A. Square brackets indicate total counts of the respective item. The column ‘‘Any

effect?’’ shows that for all but two measures, there was an effect of Speech Register (as a main effect or an interaction effect).

Phonetic parameter Estimate Main effect Estimate Interaction Any effect?

f0 (Hz) �17.275.4 p¼0.005 5.5678.24 n.s. Yes

f0 SD (Hz) �0.4270.13 p¼0.001 0.2770.2 n.s. Yes

f0 range (semitones) �1.4370.56 p¼0.006 �0.1370.84 n.s. Yes

Intensity (dB) �0.2570.36 n.s. �0.8470.54 n.s. No
Intensity SD (dB) �0.7270.15 N/A 0.6570.23 p¼0.007 Yes

Intensity range (dB) �2.5570.54 N/A 2.4370.82 p¼0.005 Yes

Local jitter �0.001170.0004 p¼0.015 �0.0000470.0007 n.s. Yes

Local shimmer �0.007970.0014 N/A 0.006270.0021 p¼0.007 Yes

Harmonics-to-noise Ratio (dB) 1.5170.19 N/A �0.5970.29 p¼0.053 Yes

H1*�H2* (dB) �0.6670.28 N/A 1.070.43 p¼0.03 Yes

Articulation rate (syllables/second) �0.3870.18 p¼0.04 �0.0670.27 n.s. Yes

Silent pause count [670] �0.5870.14 N/A 0.4770.18 p¼0.001 Yes

Oral filler count [474] 0.3670.097 p¼0.0002 �0.2570.21 n.s Yes

Nasal filler count [70] 0.5270.58 N/A �1.7470.68 p¼0.008 Yes

Regular breath intake count [1032] 0.1670.12 n.s. �0.0670.17 n.s. No
Noisy breath intake count [101] 0.370.3 N/A 1.070.46 p¼0.03 Yes
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all but two were significant. This means that for 14 of 16 dependent
variables, there was some effect of formality, either as main effect or
as interaction effect. Obtaining so many significant results when
conducting 16 tests is highly unlikely overall (less than po0.0001,
Cross & Chaffin, 1982). There were 8 interaction effects and 6 main
effects of Speech Register, showing that formality affected phonetic
variables sometimes in a manner that was consistent across males
and females, but slightly more often in a manner that was
noticeably different for males and females.
4. Discussion

Contra to cross-linguistic predictions and in support of Shin
(2005), we found that Korean speakers lowered their f0 when
speaking in the formal speech register. This pattern is different
from Japanese (Loveday, 1981; Ohara, 2001) and other languages,
and it stands against the notion that speech directed to superiors
should always be associated with high f0, as predicted by the
Frequency Code (Ohala, 1984, 1994) and by Brown and Levinson
(1987, pp. 267–268). However, the question arises as to whether
biological codes such as the Frequency Code should apply to
Korean formal language at all. As mentioned above, Korean
honorifics (and associated phonetic patterns) are a normative
form of social indexing that have to be used in certain contexts.
Most researchers interested in politeness–pitch associations have
not spent much time on defining what they mean by politeness,
and in our case, where we are dealing more with formality than
‘‘volitional politeness’’, purported pitch–politeness associations
might simply not apply. It should also be pointed out that
previous investigations of pitch in relation to social status have
only focused on a handful of languages (in particular Japanese)
and comprised mostly anecdotal observations. Thus, whether
there is indeed a cross-linguistic association between pitch and
politeness, or between pitch and formality, is still an open
question. Moreover, the generality of the Frequency Code needs
to be interpreted carefully with respect to each phenomenon that
it seeks to explain, as some of these phenomena might not
necessarily be connected to the hypothesis. In our case, the use
of a normative code might simply not be within the explanatory
domain of the Frequency Code.

A possible reason for the lowering of fundamental frequency in
the formal condition is that higher f0 levels might signal
‘‘animatedness’’ or arousal, whereas lower f0 levels are often
used to signal a more neutral or sad mood (see Juslin & Laukka,
2003; Pell, 2001). It is interesting to note that the pattern of a
‘‘monotone’’ or ‘‘damped’’ vocal expression that we found – lower
intensity, lower intensity variability, lower f0, lower f0 variability,
slower articulation rate – lines up very well with what has been
found on vocal correlates of a sad or neutral tone of voice
(Johnstone & Scherer, 2000; Juslin & Laukka, 2003; Scherer,
2003). Similar to this, Irvine (1979, p. 780) mentions that in
Mursi (an ethnic group in Ethiopia), formality is associated with
an absence of ‘‘excitement’’, and more generally, a reduction in
variation different cultures (Irvine, 1979, p. 774)

Interestingly, Cho et al. (2011) report that Korean does not
increase average f0 in clear speech either, whereas other lan-
guages such as English and Croatian do (Smiljanic & Bradlow,
2005, 2008). Moreover, clear speech in Korean does not involve
pitch range expansion (Cho et al., 2011), a feature of clear speech
in other languages. Although we found a lowering of average f0
and f0 range in our data, whereas Cho et al. (2011) found no
effects for these measurements in clear vs. casual speech, our data
bear a certain resemblance to clear speech: The articulation rate
was slowed down, and as indicated by H1*�H2* and HNR values,
the formal speech of our participants was less breathy and had
stronger harmonic components, suggesting an overall less noisy,
clearer signal. Intuitively, it seems plausible that speakers might
be more careful with their choice of words and the way they
construct and pronounce sentences in order not to insult super-
iors (see also Labov, 1972, p. 113, who links formality to increased
attention), and this increased care is likely to have phonetic
correlates. While we showed this for the broad characteristics of
Korean, this should extend to the segmental domain as well. We
would thus predict that segments should be more hyperarticu-
lated in formal speech. At the least, our data shows that when
phonetic studies investigate the effects of clear speech on such
parameters as f0 and voice quality, the formality of an utterance
has to be taken into account because it also affects these aspects
of the speech signal.

Moving on to the non-lexical speech items, these also bear the
imprint of increased care in sentence production. Fillers such as
ah and oh were increased in the formal condition, and these might
signal increased care taken in sentence planning (Clark & Fox
Tree, 2002). Silent pauses, on the other hand, were decreased in
the formal condition, possibly indicating that in formal speech
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towards superiors, Koreans are more likely to use fillers (which
contain more ‘‘phonetic material’’ than silent pauses) to make the
care in sentence planning more obvious.

Clark and Fox Tree call non-lexical items such as fillers and
pauses ‘‘signals, not symptoms’’ (2002, p. 105). In our case, this
signaling view of non-lexical elements even appears to extend
to such seemingly non-social units of speech as breath intakes.
Although there was no difference in regular breath intakes, there
was a marked difference in loud noisy breath intakes. In our
study, these apparently perform the dual function of fulfilling
the physiological requirement of the intake of air and the
expression of social meaning (cf. Yuan & Li, 2007). The difference
in noisy breath intakes between the formal and the informal
condition shows that an element of speech that has a very crucial
function – breathing – can be modulated by the social context of
an utterance. Moreover, as many of these noisy breath intakes had
a lateral place of articulation, this shows that a sound that is not
even part of regular Korean phonology can have sociophonetic
significance. Interestingly, breath intakes are often excluded from
analyses in pragmatic studies (e.g. Ward, 2006, p. 134), but our
data show that even breathing patterns can correlate with socio-
pragmatic categories in a systematic fashion. The fact that loud

breath intakes were more frequent in formal speech, and that the
more open oral fillers were more frequent (compared to the
decrease in nasal fillers) might be interpreted more generally in
terms of the Effort code, in that the articulations that incur more
effort in terms of sonority or subglottal pressure seem to be
characteristic of the formal speech register.

Finally, one comment needs to be made about the size of the
obtained effects. While some differences between the formal and
informal registers were large (e.g. especially in terms of the rate of
noisy breath intakes, fillers, nasal elements), most of the differ-
ences were very small (all intensity measurements, f0 range,
articulation rate). Thus, the fact that there are multiple cues for
formal speech seems to be important for signaling registers in a
robust way. Some individual cues might be weaker, but by virtue
of having many different cues, formality-related differences in
speech can still be signaled efficiently. This mirrors the situation
with phonological contrasts, where there is usually an abundance
of cues (Hawkins, 2010; Winter & Christiansen, 2012), and it
mirrors the cue layering present in other domains of speech such
as cues for word boundaries (Christiansen, Allen, & Seidenberg,
1998). In our case, we also found a multiplicity of cues, signaling,
however, a paralinguistic or pragmatic contrast rather than a
purely linguistic one. Given the large quantity of cues, the
perception of formal versus informal speech registers should be
possible on the basis of the speech signal alone.
5. Conclusions

Previous work on the phonetics of polite and formal speech
has only focused on a small number of phonetic features,
primarily f0. Our data show that there are not just pitch
differences between the formal and informal registers in Korean
but also differences in intensity, H1*�H2*, HNR, jitter and
shimmer, alongside differences in articulation rate and the rate
of pauses, fillers and non-lexical elements such as breath intakes.
We found significant effects for nearly every parameter that we
investigated, which highlights that prior research has perhaps
given a disproportionate amount of attention to the phonetic
feature f0, while neglecting voice quality and non-lexical speech
elements. Future work needs to test the perceptual relevance of
the correlates we found and the degree to which the different
phonetic correlates interact with each other in perception. More-
over, differences between interaction types and speech acts
within the formal and informal speech registers will provide a
fruitful topic of future research.

In terms of the biological codes discussed in the phonetic
literature, we noted that our data do not have to be interpreted in
terms of the Frequency Code and that overall, it is questionable
whether this code necessarily applies to formality. Some aspects
of our data are more readily interpreted in terms of the Effort
Code, as formal speech in Korean shares some similarities with
clear speech in Korean, and as it exhibits signs of increased care in
sentence planning, as well as potentially more ‘‘effortful’’ fillers.
Furthermore, to determine how formal speech and clear speech
are related, one needs to compare these registers within speakers.
Based on our results we can form the expectation that phonetic
patterns of clear speech should be somewhat correlated with
phonetic patterns of formal speech from the same speakers, and
they should both be very different from informal and non-clear
speech.

Linguistic research has emphasized morphosyntactic or lexical
markers of formality. Our study shows that alongside these verbal
markers, there also is a range of phonetic ones. Thus, the speech
signal alone – independent of the choice of words or grammatical
forms – conveys some of the social meaning of an utterance (cf.
Tatham & Morton, 2004). By looking at the phonetic character-
istics of formal speech, we can complement previous work on the
morphosyntactic and lexical aspects of formal language, and we
gain a more complete picture of the different dimensions that
play a role for sociopragmatics. Finally, we can begin to under-
stand the important relations between formality and such pho-
netic topics such as clear speech and the biological codes of
speech production.
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Appendix A

To avoid the language-as-fixed-effect fallacy (Clark, 1973)
and account for non-independence (Winter, 2011), we used
both subjects and items as crossed random effects (see Baayen,
Davidson, & Bates, 2008). Likelihood ratio tests showed that
random slope models (subject-specific slopes for the fixed effect
Speech Register) were not necessary for any dependent measure,
so we constructed random intercept models. For all count data,
we initially constructed poisson models, but due to overdisper-
sion (larger variance than the mean), we decided to use negative
binomial models (Ismail & Jemain, 2007). With these models, we
accounted for effort (duration of a response) and excess zeros (by
setting zeroInflation¼TRUE with glmmADMB). For all other



B. Winter, S. Grawunder / Journal of Phonetics 40 (2012) 808–815814
variables we used Gaussian error distributions. For the Gaussian
models, plots of residuals against fitted values revealed no
obvious deviations from normality or homogeneity. For all mod-
els, we also evaluated DFBeta, which indicated that there were no
overly influential cases.

All models were first evaluated with likelihood ratio tests (test
model vs. null model with only the control variable Gender). If the
full model vs. null model comparison reached significance, we
calculated Markov Chain Monte Carlo-estimated p-values for
the different fixed effects (Baayen et al., 2008). For the count
variables, we present p-values based on likelihood ratio tests.
Given the lack of degrees of freedom with mixed models, we
refrain from reporting df. All results will be reported with
standard errors. To control for multiple testing, we used Cross
and Chaffin’s (1982) binomial approach: the overall probability of
obtaining as many significant results as we did turned out to be
below po0.0001.
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